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Abstract 

An edge, when point-sampled for 
display by a raster device and not aligned 
with a display axis, appears as a stair- 
case. This common aliasing artifact often 
occurs in computer images generated by 
two- and three-dimensional algorithms. 
The precise edge information often is no 
longer available but, from the s~t of 
vertical and horizontal segments which 
form the staircase, an approximation to 
the original edge with a precision beyond 
that of the raster may be inferred. This 
constitutes a smoothing of the staircase 
edge. 

Among other applications, the 
inferred edges may be used to reshade the 
pixels they intersect, thereby antialias- 
ing the inferred edges. The antialiased 
inferred edges prove a more attractive 
approximation to the real edges than their 
aliased counterparts. 

Presented here are algorithms for the 
detection and smoothing of edges and the 
filtering of an image in accordance with 
the inferred edges. 

General Terms: Algorithms. 

Keyw0rds and Phrases: Antialiasing, Edge 
Inference, Filtering. 

CR Categories: 1.3.7 [Computer Graphics]: 
Three-Dimensional Graphics and Realism-- 
visible line/surface algorithms; 1.4.1 
I~ge Processing]: Digitization-- 
sampling; 1.4.6 [Image Processing]: 
Segmentation--edge and feature detection. 

Permission to copy without fee all or part of this material is granted 
provided that the copies are not made or distributed for direct 
commercial advantage, the ACM copyright notice and the title of the 
publication and its date appear, and notice is given that copying is by 
permission of the Association for Computing Machinery. To copy 
otherwise, or to republish, requires a fee and/or specific permission. 

© ACM 0-89791-109-1/83/007/0157 $00.75 

i. Introduction 

In 1961 Herbert Freeman published 
"Computer Processinq of Line Drawings" in 
which he introduced the chain coding 
scheme for representing and processing 
edges [Freeman 1961; Freeman 1970]. Sub- 
sequent research with line representation 
has been applied widely to the problems of 
artificial intelligence [Duda 1973; Rosen- 
feld 1969] but the ability to construct 
edges from an image has rarely been 
applied to computer graphics. 

One such application was presented in 
a 1978 dissertation by Garland Stern; as 
part of an animation system, outlines of 
animated figures were extracted from an 
image and then smoothed. 

In 1974, Bruce Baumgart, in a seminal 
study of geometric modeling, extracted and 
smoothed line drawings from real world 
images of an object as an initial step in 
creating a computer model of the object 
[Baumgart 1974]. Eight years later, Scott 
Roth, using some of Freeman's techniques, 
extracted chain-encoded line structures 
from a rastered description of three- 
dimensional objects and, after processing 
the chain-codes, produced quite convincing 
line drawings of the objects [Roth 1982]. 

The extraction of edges may also be 
used to modify the original image. In 
1977, Lance Williams demonstrated a tech- 
nique ("dekink") for estimating edges of a 
two-dimensional region and then filtering 
the horizontal and vertical segments of 
the edges in two separate iterations [Wil- 
liams]. 

It is not difficult to imagine other 
applications such as deriving closed con- 
tours from computer images in order to 
interpolate images or convert image data 
into a contour form (such as topographical 
maps). 

Techniques for extracting edges from 
images are presented by Rosenfeld and Kak 
in their text Digital Picture Processing 
[Rosenfeld 19~]? ~ p p ~  for smooth- 
ing the edqes are suggested as well. 
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2__ t. Edge Inference and Antialiasing 

Aliasing of objects (manifested by 
staircase edges, disappearing objects, or 
disconnected lines) has been minimized by 
a number of techniques including super- 
sampling [Crow 1981], adaptive super- 
sampling [Whitted 1980; Roth 1982], and 
analytical integration for certain kinds 
of objects [Catmull 1978]. There are also 
techniques which address aliasing in tex- 
ture [Blinn 1976; Dungan 1978; Feibush 
1980; Williams 1981], and highlighting 
[Whitted 1980; Roth 1982]. 

All of these techniques filter before 
sampling the image, but, with the excep- 
tion of the computationally expensive 
super-sampling technique, none of the 
techniques works well with z-buffer based 
programs which render multiple types of 
objects (such as polygons, quadrics, and 
patches). Neither do they work well with 
"paint" programs or other programs which 
generate images in which edge information 
is not explicitly available. 

Thus, the most intriguing use of edge 
inference may be to minimize the aliasing 
artifacts near object edges in the point- 
sampled computer generated images typi- 
cally produced by z-buffer algorithms or 
paint programs. Filtering the image along 
inferred edges enjoys the advantages of 
post-processing flexibility and the con- 
centration of processing along edges, 
where aliasing is usually most apparent• 

The process of edge smoothing will be 
described below in two sections. The 
first describes a method for finding and 
tracking those rastered edges created by 
the point-sampling process. The second 
section discusses the smoothing of the 
rastered edges. Filtering an image along 
the smoothed edges is presented in a third 
section. 

~. Edge Tracking 

The tracking process is performed 
upon a frame of discrete, single-valued 
regions. It is usually a simple matter to 
create such a frame during the computer 
generation of an image. Alternatively, 
rastered images may be processed into a 
collection of regions of interest by vari- 
ous segmentation methods [Rosenfeld 1969]. 

A scan-line method similar to one 
developed by J. W. Butler [Butler 1963] 
was used to produce starting points for 
all the regions in a frame. A scan-line 
edge-detector could also be used [Agrawala 
1977]. 

3.1. Tracking a Region 

The "region" containing pixel (x,y) 
may be defined as the set of pixels con- 
nected to pixel (x,y) through a four- 

connected path of pixels, all the same 
value as pixel (x,y). A "four-connected 
path" is a connection or a series of con- 
nections from a pixel to any of its per- 
pendicular neiqhbors. 

In this discussion, "starting point" 
means a pixel located at a lower left 
corner of a region (see Figure I). Given 
any point within a region, the determina- 
tion of a starting point requires only a 
small amount of processinq. Once the 
starting point is known, a reqion's boun- 
dary may be tracked, forming a closed cir- 
cuit when the starting point is again 
reached• Rather than the chain coding 
representation of Freeman, the boundary is 
represented here as a sequence of corner 
locations in frame buffer coordinates 
(Figure i). This has the advantage of 
readily accessible positional data for the 
boundary. 

+ + + + + + 
+ + + 

~ 

+ represents a pixel center 
• represents a corner 
o is a potential starting point 

Figure I: A 4-Connected Region 

The tracking process is presented by 
the flowchart in Figure 3. The tracking 
proceeds in a clockwise direction about 
the region; the ability to determine the 
concavity or convexity of a corner is 
required (see Figure 2). The algorithm 
ensures that any two corner points share 
either their x or y coordinate and that no 
three corners are collinear. A detail of 
the flowchart is given in Figure 4. 

a convex corner a concave corner 

Figure 2: Two Types of Corners 
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Figure 3: Flowchart for Edge Tracking 
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corner Is convex 

yes 

I save lower right" 
pixel corner 

corner is concave 

no 

Figure 4: Detail for Figure 3 

4. Edge Smoothing 

Edges of surfaces in real space, when 
transformed to screen space, become 
aliased if the edge pixel values are not 
properly computed. This aliasing is mani- 
fested by "jaggies", sudden pixel-sized 
shifts in an otherwise straight line. 
Edge smoothing must disambiguate intended 
changes in direction from changes produced 
by jaggies. 

A sudden pixel-sized shift, or "jag" 
is determined from four sequential corner 
points when the direction from point 1 to 
2 is the same as from 3 to 4 and the 

distance from point 2 to 3 is one pixel 
unit. From a repeated jag pattern, Figure 
5, left, a straight edge may be inferred 
with reasonable certainty. In Figure 5, 
right, the jag pattern changes midway and 
a change of slope is inferred. 

unit pixel length 

I I 
I I 

J f 

Figure 5: Jags 

The edge inference algorithm cycles 
through each corner of a region. A 
first-in, first-out buffer of nine points 
is maintained which, for a given corner 
point, provides the positions of the four 
preceding and four following points, as 
well as the length and direction of the 
segments connecting the points. A series 
of tests is performed on this information 
to determine if and where a new endpoint 
should be created for the smoothed edge. 

It is important to note that the 
inferred edge endpoints are given in 
floating point coordinates resolved beyond 
the raster. Further, the inferred edges 
are constrained to be within one pixel of 
the original, rastered edges. 

5. Image Filtering 

In this section "pixel" is used to 
mean the unit square surrounding the pixel 
center. Given the inferred boundary of a 
region, those pixels in the image which 
are intersected by the inferred edges are 
reshaded. In the present implementation, 
the percentage of the pixel covered by the 
region, as defined by the inferred edges, 
is first computed; it serves as a weight- 
ing coefficient for averaging the sur- 
rounding pixels. This is equivalent to a 
simple box filter; more complicated 
filters may be implemented as look-up 
tables with the table index a function of 
the distance from the inferred edge to the 
pixel center [Feibush 1980; Turkowski 
1982]. 

Once the weighting coefficient is 
estimated, the pixel is reshaded as a 
linear combination of surrounding pixels 
averaged according to whether or not they 
belong to the region. 

5.1. Computing the Estimate 

Pitteway and Watkinson developed a 
method similar to Bresenham's line drawing 
algorithm which computes pixel area 
covered by an edge [Pitteway 1980]. 
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Referring to Figure 6, one observes that 
the area covered in Pixel B is equal to 
that covered in Pixel A plus the shaded 
area. Thus, given an initial area, the 
areas of the remaining intersected pixels 
may each be computed with a single addi- 
tion. At Pixel D, however, it is neces- 
sary to subtract the area of the black 
triangle from the new total. The area of 
the black triangle is then the initial 
area for Pixel E. This incremental tech- 
nique is complicated by the need to accom- 
modate endpoints not on a pixel boundary, 
or edges which re-enter a pixel. 

increases the accuracy of the edge posi- 
tion but usually limits the program to 
images generated using polygonal models. 
(Most hidden line eliminators work with 
polygonal surfaces only.) Conversely, 
antialiasing is not the only application 
for the inference of edges. 
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Figure 6: Computing Pixel Area 

6. Conclusion 

Proper antialiasing of computer gen- 
erated pictures requires that the image be 
filtered before it is sampled for display 
on a raster device [Crow 1977]. Unfor- 
tunately, a high precision representation 
of the image is not always possible or 
practical with some hidden surface algo- 
rithms. Certain programs and input dev- 
ices also produce aliased images. 

Inferring, and then smoothing, an 
edge from an aliased image can produce 
convincing results, as shown in Figure 7. 
Figure 8 demonstrates one result of the 
post-process technique as well as a com- 
parison with an image which exhibits no 
aliasing artifacts. Figure 9 presents 
magnified views of Figure 8. The post- 
process technique exhibits errors at some 
of the vertices as well as on the 
silhouette of the sphere. Further, the 
technique does not address other forms of 
aliasing such as small objects disappear- 
ing and thin, continuous lines breaking 
up. 

It is worth noting that all the algo- 
rithms presented here operate in linear 
time with respect to the length of an 
edge. Figure 8, a 512 by 486 resolution 
image, was processed in 17 seconds with a 
VAX/780. 

Some aspects of the technique are not 
limited to inferred edges. Filtering may 
occur along the true edges calculated by a 
hidden line eliminator program. This 

Figure 7: Test pattern before (top) and 
after (bottom) processing 
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